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Abstract 

Boosting methods are becoming more and more popular due their outstanding performance 
when compared with some others statistical learning techniques. The Adaptive Boosting, or 
simply AdaBoost, was one of the first boosting techinques developed, and consists, 
generally, in a linear combination of weak models (models that peform slightly better than a 
random guess) to built a strong classifier. The main purpose of this article was to built an 
interactive application, using the Shiny R package, that possibilites the user to apply the 
AdaBoost model to some datasets and observe the behaviour of the model performance 
concerning parameter’s varation, base learners, presence of noise and others aspects as 
evaluating aspects as overfitting, accuracy and computational time. 
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Introduction 

The Adaptative Boosting algorithm (AdaBoost), developed by Freund and Schapire 

(1995), has been showed to be a great statistical model that can be outperform a lot of 

others statistical learning algorithms. Like all others ensemble methods, the AdaBoosting is 

built by the combination of several models that vote to classify and predict an observation. In 

AdaBoosting, these classifiers are modeled sequentially and each new model it’s weighted 

considering the capacity to predict correctly the previous missclassified observations. 

Generally, the base models are the decision-tree algorithm (C4.5) (Quilan,1993), however 

any other weak leaner can be used in AdaBoost. AdaBoost has some interesting 

characteristcs that helped this technique to consolidate a strong statistical learning algorithm 

as his resistance to overfitting (Schapire, 2013), and the flexiblity to diferente types of data. 

Kearns and Valiant (1988) were the one who start to awnser the question of whether a 

weak leaner model that perform slightly better than random guessing can be boosted into a 

accurate and better learning algorithm. Schapire  came up with the first provable boosting 

algorithm in 1989. A years latters Freund (1995) developed a much more efficient boosting 
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algorithm. The firsts experiments with these early algorithms of boosting were accomplished 

by Drucker, Schapire and Simard (1993) on a Optical Character Recognition Task. Viola and 

Jones (2001), proposed an AdaBoost based faced detection framework that is capable of 

processing images exceptionally rapidly and achiving high detection rates. One of the most 

frequent use of AdaBoosting and Boosting techniques are also in the areas of text filtering 

and classification (Lee, et.al, 2011). Besides the above applications, AdaBoost and its 

variations algorithms are also widely used in speech recognition (Saon, 2012), object 

detection (Chen, 2011), vehicle detection (Rios-Cabrera, 2011), and so on. 

Given the importance of this ensemble method, this article purpose a interactive 

dashboard, fully-built in R language, that can allow the user to apply the AdaBoost to 

differents techniques, changing the each parameter from the model, and also viewing all  

steps that the algorithm can perform in order to give a clear explanation about the behavior 

of this type of model. 

 

Objective 

This work aims the construction of a interactive plattaform that permits the user to run 

the AdaBoost to diferentes datasets, and evalueate the algorithm in diferentes aspects. 

Material and Methodology 

Essentially, as said before, boosting consists of repeatedly using a base weak learning 

algorithm, on differently weighted versions of the training data, yielding a sequence of weak 

classifiers that are combined in a addiction function. The weighting of each model depends 

on the accuracy of the previous, in order to increase the importance of classify correctly 

wrong predicted observations from the last model. The ensemble prediction function of 

AdaBoost  𝐻: 𝑋 → {−1,1} is given by 

𝐻(𝒙) = 𝑠𝑖𝑔𝑛 ( ∑ 𝛼𝑚

𝑀

𝑚=1

ℎ𝑚(𝒙))                                                            (1) 

where 𝜶𝟏, … , 𝜶𝑴 is a set of weights from the respective 𝒉𝟏, … , 𝒉𝑴 set of models. 

To build this model, we followed the pseudo-code below, using the base models 𝒉𝒊 as 

stump models (decision trees with justo ne Split node) and fully grow trees. 

The pseudo code outline is: 

 Given: (𝑥1, 𝑦1),..., (𝑥𝑛, 𝑦𝑛), where  𝑥𝑖 ∈ 𝑋, 𝑦𝑖 ∈ {−1,1},  



 

 Initialize : 𝐷1(𝑖) =
1

𝑛
  for 𝑖 = 1, … , 𝑛  

 For 𝑚 = 1, … , 𝑀 

o Train weak learner learner using Distribution 𝐷𝑚 

o Get the hypothesis  ℎ𝑚: 𝑋 → {−1,1} 

o Aim: Select ℎ𝑚 with low weighted error. 

𝜖𝑚 = 𝑃𝑟𝑖~𝐷𝑡[ℎ𝑚(𝑥𝑖) ≠ 𝑦𝑖] 

o Choose 𝜶𝒎 =
1

2
𝑙𝑛 (

1−𝜖𝑚

𝜖𝑚
) 

o Update for 𝑖 = 1, … , 𝑛 

𝐷𝑚+1(𝑖) =
𝐷𝑚(𝑖)exp (−𝜶𝑚𝑦𝑖ℎ𝑚)

𝑍𝑚
 

Where 𝑍𝑚 is a normalization factor. 

Then the output will be given by Equation (1). 

The datasets used in the Shiny dashboard were generated artifically trying to simulate 

different behaviours ir order to show the flexibilty from AdaBoosting. There are three types: 

Circles, Moons, and Spirals. Each dataset contains two explanatory variables 𝑥1 , 𝑥2 to 

enable a clear visualization of the observations, and each instance has the response variable 

𝑦 ∈ {−1,1}  indicating the class. All databases are balanced. Also, it’s presented a noisy 

version of each data to show the robustness from AdaBoost (Wyner, 2017). 

 

Figure 1 – All Datasets available in Shiny Application. 

Authors: MAIA, M. and ARA, A., 2019 



 

 

Once selected the database, it’s possible to configure the parameters to run the 

AdaBoost model like: 

 The proportion of training set and the test of classication model. 

 The number of classifiers that AdaBoost will use (represented by M in AdaBoost 
function).  

 The type of model, Stump Trees or Complete Trees, that will be used. 

Also, it’s possible to generate a animation from the model’s construction. 

 

Results and Discussion 

The entire results it’s given by the ShinyDashboard that can be acessed at 

https://mateusmaia.shinyapps.io/adaboosting/. The initial panel of application presentes an 

overviw about the AdaBoosting and a “How-to” for the user confortably peform the modelling. 

At the side bar, it’s posible to set, and define the parameters from the model. 

 

Figure 2 – Main Panel and Model Parameters from Shiny AdaBoost. 

Authors: MAIA, M. and ARA, A., 2019 

 

After setting the parameters and run the models, the user can navigate through the 

other tabs, where it’s possible see the behaviour and other characteristics from results. The 

first tab only displays the configuration from the database selected, the training set and the 

https://mateusmaia.shinyapps.io/adaboosting/


 

test set. It’s interesting to visualize the each one of those sets to understand better which 

observations are used to calculate and predict a model. 

 

 

Figure 3 – Data Visualization Panel from Complete Data, Train Data, Test Data. 

Authors: MAIA, M. and ARA, A., 2019 

The third panel presents all models that were created to build the final. Is importante to 

emphasize that each plot shows the weight adressed to the observations in each step, the 

decision boundary and the voting power 𝛼𝑚 from each model. So, this tab enable the user to 

observe beyond the final model, that’s is commonly generated from others AdaBoost 

packages, and possibility to understand how the final result is obtained. 

 

Figure 4 – All models panel, presente the model and their parameters utilized in each step. 

Authors: MAIA, M. and ARA, A., 2019 

 The “Final Model” panel shows the model achieved by the combination from all 

models, represented by Equation (1), where the first plot presentes the test observations 

predictions and the decision boundary from the AdaBoost. Also, is presented a plot of the 



 

error rate by the numbers of models used, which can evidence the relation of the greater the 

model’s numbers the smaller the training and error rate, moreover is showed the resistance 

to overfitting by the stabilization of test error from a determined number of models. The 

accuracy and elapsed model time are given to use as comparisson metrics between models.  

 

 

Figure 5 – Final Model Panel with the predictions from the model 𝐻(𝒙), the error plot and the 

model evaluation metrics. 

Authors: MAIA, M. and ARA, A., 2019 

The last panel displays an animated version from all models built to show dinamically 

how the AdaBoost behaves. Besides that, an animated error plot is also displayed. 

Conclusion 

The AdaBost can be defined as a powerful ensemble classifier formed by successvely 

reffiting a weak classifier to different weighted realizations of a data set. In this article we 

proposed a complete interactive Shiny Dashboard to apply the algorithm to different datasets 

varying diferentes parameters from the model as the number of models used, as well the 

type of base learner utilized. The results provided a clear visualization from each step that 

AdaBoost uses to build the final classifier, moreover spell out the decision boundary 

generated by the model, the predicitions that were made, the error rates evaluation per 

number of model, and others evaluation metrics.  Regarding future works, the developed 

Shiny Dashbord may be customizable with others base weak learners as logistic regression 

(Friedman,2000) and also recently others variations from boosting algorithms as XGBoosting 

(Chen,2016). 
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Attatchment 

How the code was too extense, he can be accessed through the link 

http://rpubs.com/mateusmaia/shinyadaboosting. If this isn’t work it please contact the 

authors. 
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