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 Abstract

The use of recognition techniques from body attributes dates back to the adoption 
of the fi rst police intelligence databases. Nowadays, facial recognition is seen as 
a surveillance instrument pertinent to the forensic sciences, but also capable of 
provoking discussions about subjectivation regimes. This research discusses how the 
negotiation of visibilities in sociotechnical networks is triggered from the processes of 
facial recognition in Facebook. This is an exploratory study, in which a questionnaire 
was applied with 152 users of that platform. The results indicate that the visibility 
provided by the facial recognition is not adopted by this group of users due to privacy 
reasons, although they have acted as managers of the visibility of other users by 
means of manual tagging in photographs.

Keywords
Facial recognition; Sociotechnical networks; Visibility; Identities.



3

 Introduc� on

Brazil, 5th March, 2019. During Salvador's Carnival fes� vi� es, Marcos Vinicius Neri had his face 
recognized by a camera - made by the Chinese company Huawei - connected to a database of outlaws and 
wanted criminals in Bahia. Neri was a homicide suspect and the police had been trying to track him down 
ever since 2018. The man was arrested (Távora, Araújo & Sousa, 2019). The device that captured his face 
was one of the 42 cameras installed in strategic places designated according to the police opera� on in 
Salvador, in order to ensure people's safety while partying at the Carnival (Câmeras de Reconhecimento, 
2019).

United States of America, 6th March, 2019. Mark Zuckerberg, founder and CEO at the social media 
pla� orm Facebook, published a post announcing changes in his main services - Facebook, Messenger, 
Instagram, WhatsApp - as an a� empt to establish, according to him, a more in� mate environment to 
conversa� ons people have. Zuckerberg emphasizes, along his text, privacy as a central value that should 
be the basis to all of his companies services, and pla� orms integra� on as a way to make interac� ons 
closer and out of an indiscriminate public reach. “For a service to feel private, there must never be any 
doubt about who you are communica� ng with. We’ve worked hard to build privacy into all our products, 
including those for public sharing” (Zuckerberg, 2019).

Marcos and Mark portray, in diff erent perspec� ves, the ambivalence that surrounds the extensive 
produc� on, storage and data analy� c process, where the most diverse prac� ces are eff ectuated - from 
police inves� ga� ons to simple conversa� ons in smartphones. On one side, there are claims for security 
and privacy, defi ned in consonance with examples of escaping from crowds, data protec� on or absence 
in public spaces. On the other hand, there is a search for a clairvoyance expressed by the idea that it is 
necessary to iden� fy, know or cer� fy who they are interac� ng with, under the sentence of pu�  ng in risk 
the credibility of these interac� ons.

In both cases, what seems to be the delimita� on factor is the physical presence or, more precisely,  
the human face, represented by a profi le avatar of a social network, an image in a database, as a guarantee 
source of an iden� ty that establishes itself as diff erent and unique, coming from the premise that no face 
is en� rely equal to another one. In the boundaries of this capsule wrapped by eyes, hair, skin, mouth 
and ears, rests not only the borders of access to a mysterious life, a delimita� on of who you are and who 
you are not, but also the last border to be inves� gated by surveillance and control tac� cs, func� oning 
conforming the capital accumula� on, where individuals are entrepreneur uni� es (Dartot & Laval, 2013).

Therefore, the populariza� on of face recogni� on techniques (Woodward Jr. et al., 2003; Okabe & 
Carro, 2014; Braga, 2013; Indrawan et al., 2013; Oh et al., 2016; Yan et al., 2017) makes us ques� on, by looking 
at the previously men� oned ambivalence, how the individuals visibility is ar� culated contemporaneously, 
in a pla� orm society (Van Dijck, 2017; Helmond, 2015), where algorithmic governance (Castro, 2017) and 
submissions to a performance regime (Han, 2015) are operated simultaneously.

Based on this inquiry, we will discuss in this research how visibility nego� a� on in sociotechnical 
networks is triggered from the processes of facial recogni� on in Facebook. Ini� ally, we will review the 
concept of visibility (Thompson, 2018; Sibilia, 2015) considering its applica� on in contemporary contexts. 
Subsequently, it will be approached technical and conceptual assump� ons about face recogni� on, as 
an a� empt to understand what sort of appropria� on of this ac� vity is applied by Facebook. Finally, the 
methodological decisions in this study will be presented, followed by results and discussion.

Seeing and being in the contemporary age

When facing communica� on scenarios, people tend to use as much individual resources as 
material ones to defi ne who they are to themselves and to others. This second aspect consists exactly in 
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acknowledgement and iden� fi ca� on of a person by everyone else. Therefore, iden� ty comprises a double 
movement, from what is par� cular of the self to an assumed social script that will be interpreted by others.

Iden� ty used to be considered singular, as a stable marker and a showcase of the most essen� al 
traits that people would carry from birth to death, capable of giving someone the power of certainty. 
However, realizing that modernity did not follow a linear path, the modern man found himself obligated 
to rethink himself (Giddens, 1991). The very own idea of iden� ty is reviewed, changing from the concept 
of something unique, that remains the same, to a mul� ple and plural no� on. Someone who lives in a late 
modernity (Giddens, 1996) or in a postmodernity is able to hold mul� ple iden� � es (Hall, 2003) or express 
diff erent iden� tary construc� ons along their psychosocial existence (Ribeiro, 2014).

This background favors the emergency of studies that consider iden� ty as a result of a dialogic 
rela� onship with alterity. According to Kathryn Woodward, Stuart Hall and Tomaz Tadeu da Silva (2000), 
iden� ty is not a subjec� ve composite that comes from the inside out. It takes form through subjec� vity, 
social roles and the recogni� on of another diff erent being. Both confi gura� on of subjec� vity and iden� ty 
experience the process of acknowledgment. And to be acknowledged, in contemporary age, implies to be 
seen, taking the ac� on of seeing not only a physical percep� on of forms, colors and material, but also the 
symbolic discernment of individuals. Acknowledgement relies on visibility, on how someone stands out in 
the crowd, which is represented, in the context of a network society (Castells, 1999), by communica� onal 
spaces such as social networks pla� orms.

 These highly symbolic environments are places where subjec� vi� es and iden� � es are performed 
aiming to be acknowledged by others. In order to accomplish this goal, individuals use a great variety 
of codes (visual, sonorous, verbal, etc.) that make them visible among numerous connected people. 
Thompson (2018) compares the changes around visibility with the transforma� ons that happened due to 
interac� ons and communica� ve media� ons.

 In face-to-face interac� on, visibility is � ed to the spa� al and temporal proper� es of the 
interac� on situa� on and is reciprocal in character: each par� cipant in the interac� on 
is visible to everyone else. (...) In the case of mediated quasi-interac� on, visibility is 
no longer reciprocal in character. The medium changes what I call the direc� onality 
of vision: TV viewers can see the distant others who appear on their screens but 
the distant others cannot see them. In the case of online mediated interac� on, the 
direc� onality of vision is diff erent again because many par� cipants in the interac� on 
may have means at their disposal to make individuals, ac� ons and events visible to 
distant others. (Thompson, 2018, p. 287). 

  The author states that the changes in visibility regime that occurred due to online communica� on 
modifi es diverse social instances such as the poli� cal power - a phenomenon that both Brazil and the 
United States of America face constantly as a result of controversies presented in Twi� er interac� ons 
between their respec� ve presidents and their audience. These examples reinforce Paula Sibilia (2015) 
thesis, to whom the manner we connect to ourselves and the others was signifi cantly modifi ed in the 
transi� on from the 20th century to the 21st thanks to the performa� c way of being in the world (Sibilia, 
2015, p.356).

The author suggests that the existence of individuals is � ed to their performances visibility. The 
everyday life performed in sociotechnical networks becomes not only a public spectacle accompanied by 
followers, friends and visitors, but also a dispute subject, competed among individuals because, as Sibilia 
affi  rms (2015, p.357), each person fi ghts to “stand out in a outer appearance market more and more 
compe� � ve” and, in order to succeed, they build representa� ons from communica� onal and interac� ve 
possibili� es provided by the pla� orm.

It is possible to observe that the comparison proposed by the author between subjec� vity 
construc� on and commerce is not simply metaphorical. The craving for visibility performances is part of 
the neoliberal logic, the neoliberal reason in contemporary � mes. According to Dardot and Laval (2013), 
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the contemporary ra� onality revolves around the construc� on of subjec� vity based on enterprises 
management styles, sta� ng competence as the main behavior rule that should be followed by individuals 
or the front (Goff man, 2013) that they fl aunt publically and to themselves. For that ma� er, social 
acknowledgement of individuals is only possible thanks to visibility performances. Nevertheless, only 
communica� on elements are able to build visible, memorable and knowable performances due to the 
compe� � veness resulted from the high density of individuals present on the sociotechnical networks. 
The competent and compe� � ve individual is the one that searches the best way to maximize their human 
capital in all of their domains, not only projec� ng themselves to the future and calcula� ng their profi ts and 
expenses, like the old economic man, but also pursuing, above all, improvement on themselves, looking 
for transforma� on and refi nement, becoming each day more effi  cient (Dardot & Laval, 2013).

 As the authors indicated, the impression management of the self is not limited to the fi eld of 
business or to work issues, it spreads to the most various scenarios that exist while living in society. Masters 
of their own choices, the entrepreneurial men are the only ones responsible for their success or failures. 
Philosophe Byung Chul-Han (2015) reminds us all that the contemporary society lost the discipline appeal 
because the social acceptance is no longer � ed to an obedience to power ins� tu� ons.

 The role model ci� zen is produc� ve and delivers high quality performances (at work, 
communica� on and physically). It is the performance individual. Han (2015) states that unlimited power 
is the posi� ve modal verb of the neoliberal society of performance and quotes the affi  rma� on “Yes, we 
can”, which precisely expresses the posi� vity trait in a neoliberal society of performance. The author also 
highlights that, instead of prohibi� on, commands or law, there is project, proac� vity and mo� va� on. 
While the discipline society is s� ll dominated by nega� vity, crea� ng insane and delinquent people, the 
service-oriented society produces losers and depressed individuals.

 In this service-oriented society, iden� � es are forged based on visibility, which can be reached 
through likes, comments and shares. The loss of followers in sociotechnical networks is an indica� on of 
failure to the service-oriented individual. Therefore, invisibility is a symbolical death of the entrepreneurial 
men, who feels impotent and devoid of iden� ty, because he is only another ordinary profi le in the ar� fi cial 
chain of algorithmic selec� on.

Tac� cs and ambivalences of face recogni� on

The common law secures to each individual the right of determining, ordinarily, to 
what extent his thoughts, sen� ments, and emo� ons shall be communicated to 
others.16 Under our system of government, he can never be compelled to express 
them (except when upon the witness stand); and even if he has chosen to give them 
expression, he generally retains the power to fi x the limits of the publicity which shall 
be given them. (Warren & Brandeis, 1890, p. 198.)  

 This is a quote from “The Right to Privacy”, an 1890 ar� cle considered the fi rst affi  rma� on on the 
right to privacy, in the scope of USA legal system. In this text, jurists Louis Brandeis and Samuel Warren 
argue that privacy is, in essence, the right “to be le�  alone” (p. 205). Subsequently, they ponder if the legal 
guarantees related to this right can be extended beyond the cases where an expression or media had been 
used to enter the private space of an individual. It was an a� empt to consolidate a general right to privacy 
regarding thoughts, feelings and emo� ons - to the point where even conversa� ons face-to-face and facial 
expressions would be considered in the scope of such protec� ons.

S� ll during the 19th century, the Parisian police ini� ated the u� liza� on of databases containing 
suspects measures and body informa� ons, in order to elucidate various incidents such as homicides, 
paternity determina� on and prisoners iden� fi ca� on (Jain et al., 2004). However, the use of evidences or 
material proofs in this background dates back to the beginning of the human civiliza� on, where there was 
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already an eff ort to establish an “incipient judicial system structure” (Calazans & Calazans, 2005) capable 
of conciliate dis� nct interests and/or opposites (Capez, 2005). 

These eff orts have been subsidized by a notable technological development that took place 
specially in the last 100 years, that provided new tools and techniques to criminal inves� ga� on rou� nes. It 
is precisely at this technological support that rests the forensic science peculiarity, defi ned by Fachone & 
Velho (2007, p. 153) as the classifi ca� on given to the eff orts of genera� ng technology and science in order 
to clarify related ques� ons in the fi eld of public and criminal jus� ce system. Phone� cs, ballis� cs, spelling 
and fi ngerprin� ng exams, gene� c tes� ng and document background checks are some of the areas covered 
by forensic science, with criminal law specialists and knowledges from many diff erent subjects.

Beyond the legal and police world, the human body singulari� es, specially the face traits, have 
been used to dis� nguish people from one another since remote � mes. The face can be understood 
as a territory suscep� ble to regulamenta� on as well as to become a storable and interpretable data, 
while submi�  ng itself to the will of a neoliberal governmentality (Foucault, 2008), dis� nguished by an 
individual body discipline as well as by social control, designed thanks to the accumula� on of measurable 
informa� ons about people’s grouping.

Castro (2017) describes the rise of these large databases as a reconfi gura� on of the biopoli� cs 
proposed by Foucault, originally delimited in a social body management through disciplinary ins� tu� ons. 
In its place, emerges an algorithmic governance, relying in big data and in algorithmic data process. The 
probabilis� c analysis, that already appeared as an ins� tu� onal control facilitator during the 19th century, 
is colonized by a capitalist logic. In this analysis, the prolifera� on of metrics projects outlines of the market, 
socially, and it is equivalent to a sort of risk management - the goal is no longer neutralize it, as in the State 
of well-being, but live with it (Castro, 2017, p. 4). 

The technical developments in the fi elds of computer sciences, ar� fi cial intelligence and 
informa� on technology along the 20th and 21st century provide a more consistent concept to this kind of 
existences management. Face recogni� on processes - improved thanks to electronic and digital tools - are 
commonly associated to biometrics, understood as “any automa� cally measurable, robust and dis� nc� ve 
physical characteris� c or personal trait that can be used to iden� fy an individual or verify the claimed 
iden� ty of an individual” (Woodward Jr. et al, 2003, p. 1).

In a sociotechnical network pla� orm such as Facebook, our face is perceived as the assurance 
acknowledgement factor, with purposes that vary between safeguarding publica� ons authen� city to the 
social capital approachability and nego� a� on (Facebook Privacy Basics, 2019). Although the face is less 
valuable regarding its robustness and dis� nc� on when compared to other body parts, it was not randomly 
designated to Mark Zuckerberg’s pla� orm name. It appears like a commodity from which users perform 
their iden� � es, as debated in the previous topic.

The profi le personal image on Facebook is one of the mandatory public elements to be provided 
by users, sugges� ng the importance of this content unity to the pla� orm’s func� oning. From a corpus 
with 7200 profi le images from Facebook, collected in 30 ci� es around the world, Rueda & Giraldo (2016) 
reported that the human fi gure represents the typical profi le image (p.127). From another perspec� ve, 
Baert (2018) observes that individuals with profi le pictures considered the most benefi cial ones on Facebook 
- face pictures classifi ed as the most a� rac� ve during previous evalua� on tests - received approximately 
38% more invita� ons to job interviews when compared to candidates with images considered the least 
benefi cial. It is possible to assume, from the notes of these two authors, that the face registra� on in 
audiovisual devices meets a strategic role to poten� alize claims from the previously men� oned service-
oriented society.

Images that feature the human face, even if only par� ally, provide enough elements to the success 
of face recogni� on systems. This sort of automated system can register the spa� al geometry of dis� nc� ve 
face traits (Woodward Jr. et al, 2003) in a similar way to the human perceptual system. A number of 
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researches have reported various types of face recogni� on techniques, but all of them rely on the main 
face a� ributes, the so called nodal points (Okabe & Carro, 2014). Examples of nodal points are the distance 
between the eyes, the nose length, the orbit cavity, the bones on the side of the face, etc. Systems such 
as FaceIt, developed by Visionics, a company located in the US, require at least 14 nodal points in order to 
succeed in face detec� on and assign a face signature as a numeric code in a database.

The stages of recogni� on may include face detec� on in a sta� c image or in mo� on, storage of 
features, and iden� fi ca� on/recogni� on originated from a database search for matches (Braga, 2013; 
Indrawan et al, 2013). An essen� al problem in these processes is the accuracy of face detec� on and its 
later associa� on to a database.

Oh et al. (2016) enumerate four dimensions capable of disturbing an individual iden� fi ca� on 
in a face recogni� on system: the number of labeled heads, the type of face obfusca� on or obstruc� on, 
the quan� ty of obfusca� on or obstruc� on and the domain displacement (images where an individual 
inten� onally appears might have been registered at a same or various events). This study approaches 
more directly the fragility of privacy limits, by sugges� ng, for example, that obfusca� on techniques, such 
as distor� on, have a restrained eff ec� veness in preven� ng individuals detec� on. Applica� on of metadata 
in order to catalog images, usually in sociotechnical networks pla� orms, is another procedure that puts 
privacy in risk.

 On the other hand, Yang et al. (2017) present what is considered to be the benefi ts of overseeing 
face a� ributes located in specifi c parts, such as mouth or nose, in natural networks. The authors develop 
a faceness1 scale, based on the men� oned a� ributes, used to train the face detector for working under 
adverse condi� ons, like severe occlusion and indiscriminate pose varia� ons found in photographs. In 
addi� on to describing how face recogni� on systems operate, these researches illustrate how governance 
tac� cs rely on ins� tu� on and legi� ma� on of databases, surrounded by protocols of companies interference 
that explore these systems.

Methodology 

 The methodological approach taken in this study is a qualita� ve and exploratory inves� ga� on. As 
noted by Deslauriers and Kerisit (2008), qualita� ve outlines a� empt to handle social actors concerns in 
a way that a study based only in quan� ta� ve techniques would not be able to cover. Beyond looking for 
reality transforma� on, qualita� ve researches can be more concerned in developing a deeper knowledge 
of a social phenomenon, be it because of its transience or complexity.

Given the above, we decided to execute a qualita� ve study, exploratory in nature, since we align 
contemporary discussions related to society and the daily use of technology, based on our literature 
review, as an a� empt to ins� gate refl ec� ons about an emerging social and technological phenomenon: 
face recogni� on in digital pla� orms. The theore� cal framework relies on various schools of thoughts, from 
the most classical debate on iden� ty to the concepts found in the computer sciences, that explain the 
func� oning of this face recogni� on in pla� orms.

In order to avoid an essayis� c path, we opted to develop an empiric research based on 
ques� onnaire applica� ons to a wide and heterogeneous audience found in social networks pla� orms. This 
ques� onnaire was designed and applied as an indirect form of access to the researched phenomenon. 
Thiollent (1982) suggests that, as a technique of indirect data collect, ques� onnaires should be planned 
and properly applied to capture the individuals judgmental systems about socially debated subjects or 
themes.

 In this study, we came up with ques� onings elaborated to capture Facebook users percep� on 

1 In this study, “faceness” assumes a more instrumental sense rather than the one attributed by Deleuze 
and Guattari (1996), which would be a device that merges signifi cance and subjectivation process.
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about face recogni� on tools in this par� cular pla� orm and s� ll inquire these same users about their use and 
photo pos� ng mo� va� ons. For that ma� er, our ques� onnaire was built upon 20 ques� ons, with 4 of these 
being open-ended ques� ons, while the other 16 were mul� ple choice or subjected to straight answers. 
Thiollent (1982) notes that the prevalence of close-ended ques� ons has be� er chances to reach a higher 
number of informers. That is the reason why we chose to this kind of structure, since our expecta� on was 
to gather an embracing sample of informers in qualita� ve terms, although non-probabilis� c.

The target-audience to our ques� onnaire consisted of Facebook users who were willing to 
cooperate and did not face any obstacles to do so, such as language barrier or literacy absence to answer 
the ques� ons hosted in Google pla� orm. That all being said, the ques� onnaire applica� on was launched 
in social networks Facebook, Instagram and WhatsApp through the authors personal profi les. In order to 
broaden the sample to an audience that was not in the range of our personal contacts, we adopted the 
snowball sampling.

The snowball sampling is a chain-referral technique applied to subjects networks, to create 
informers groups (Baldin & Munhoz, 2011). Therefore, it seemed only logical the usage of this technique 
in this study, because it is about individuals behaviors in gregarious ambiences of network organiza� on. 
Par� cularly in this research, the purpose on this sampling strategy was not to reach the global users 
universe on Facebook in Brazil, es� mated in 127 million people (Oliveira, 2018), and about whom it is 
not exposed more precise data. The goal was to build a random informers network, able to off er a great 
variety of informa� on (Baldin & Munhoz, 2011, p. 332). Overall, 152 users answered the ques� onnaire 
applied between 20th and 31st March of 2019.

This study is also based on interface observa� on technique of the social network pla� orm 
Facebook, occurred during previous login by the authors of this research, who joined the network under 
similar condi� ons to other users of this pla� orm. Along the months February and March of 2019, we 
logged into the pla� orm with no specifi c frequency, through mobile devices (smartphone) and laptop. 
In addi� on, bibliographic and documental research techniques were used to accomplish the already 
men� oned conceptual discussions and applied so that they could allow a proper analysis on the proposed 
theme - face recogni� on -, as well as comprehend guidelines and terms of use related to this technique on 
Facebook - which was done by accessing the recommenda� ons and warnings given by the pla� orm itself.

Data analysis

The exploratory nature of this study allows the data analysis to comprise available documents 
about face recogni� on, provided by Facebook, Zuckerberg's manifest and the ques� onnaire results. 
Overall, the empiric research obtained answers mostly from individuals aged from 25 to 34 years old 
(38.2%). Among the par� cipants, 7.5% (equivalent to 11 informers) iden� fi ed themselves as college 
professors, while university and high school students summed a total of 9 individuals, which is equivalent 
to 6% of the sample. Considering that these were the most common professional categories in the poll, it 
is possible to assume that there was a great diversity of professional iden� � es.

It is important to highlight that 98% of informers use Facebook for over a year, while 36.2% access 
the pla� orm daily and stay connected for over an hour. This constant and prolonged frequency might be 
related to the fact that 63.3% of informers use Facebook as a work tool. Furthermore, it is possible to add 
to this informa� on the ubiquity and mobility of the access through mobile devices, a� er all, 71.2% of the 
respondents log in to the network through their smartphones.

A� er presen� ng the par� cipants social profi le and their Facebook usage habits, we will now 
describe the regula� ons of face recogni� on on the pla� orm. It is fundamental to highlight that to access 
these face recogni� on regula� ons, the user must access their profi le se�  ngs and select the op� on "Face 
Recogni� on". They will then be directed to a new screen and be ques� oned if they want Facebook to be 
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able to recognize them in photos and videos. In that case, the pla� orm only off ers the op� ons "yes" or "no", 
establishing the users choice to extreme situa� ons. There are no choices that could mean nego� a� ons 
between the pla� orm and the user, such as recogni� on only in photos or only in videos, or execute this 
type of recogni� on exclusively in posts from friends, family or other social groups posts that can be built 
in the network.

This closed choice has a strong eff ect on the individual visibility and its a� ributes, such as 
recogni� on and social capital. The subject is seen, but may come across unscathed to others recogni� on, 
specially those who are not part of their primary connec� ons network. Face recogni� on of an individual 
in a photo, for example, expand the published image visibility, since the actors connected to the subject 
whose face is tagged on the photo can also visualize this image on their � melines. Consequently, the 
referred photography may a� ract more likes and comments, promo� ng more visibility to the actor who 
posted the image and to all of those whose faces were tagged.

In prac� ce, the pla� orm compares machine intelligence capable of execu� ng this task to the 
human users ability to do the same. This grant, when allowed, highlights subtle� es such as deliberate 
management of social capital or the a� en� on fl ow in networks where a user is present. To the users, 
photo and post tags have a quan� ta� ve value expressed, for example, in decisions such as accep� ng 
certain tags and rejec� ng others.

"I think it is interes� ng to have an op� on to approve or disapprove a tag in photos from other 
people", says one of the respondents in our poll, answering the closing ques� on from the ques� onnaire, 
where users could freely express their opinions about face recogni� on. Another respondent affi  rms that it 
"makes it easier the task of tagging one person at a � me". These statements acknowledge a logis� c support 
to visibility management present in the referred tool, while assuming to have context rules to a� ribute 
relevance to a certain tagging - approving would be an endorsement to the value of that publica� on.

However, an accurate evalua� on of this value a� ribu� on does not seem to be in the algorithm 
reach, which can be understood from users fi ndings that the pla� orm performs a type of inquisi� ve 
indexicality, based on unwanted tagging, out of context or simply unfounded. When asked if they had ever 
been tagged in photos where they were not present, more than half of the par� cipants answered "yes".

When the users choose to not have their faces recognized by the pla� orm, they lose the possibility 
to expand their visibility to friends of friends, for example. Therefore, this op� on sets a closure to 
rela� onship branches and visibili� es possible at the pla� orm and can be read as a way found by Facebook 
to pressure its users to accept the condi� ons of face recogni� on, due to the visibility loss and having to 
aff ord the price of this decision in a symbolic trade market.

Face recogni� on regula� ons can be accessed through a link, s� ll in the user se�  ngs, that leads 
to another web page where it is possible to fi nd a face recogni� on usage descrip� on and its importance 
to users in a screen en� tled “Facebook Privacy Basics”. Through an interac� ve infographic, Facebook 
presents reasons to accept the terms and condi� ons related to face recogni� on, allowing us to list the 
following classifi ca� on:

• instrumental: “let you tag people quickly and easily”. In other words, the pla� orm executes a 
task for the user, revealing the ac� on automa� sm.

• security: “help protect you from strangers using a photo of you as their profi le picture”. The 
pla� orm then demonstrates a regulatory power, being capable of ac� ng as a judge or another 
law professional by defi ning, through face recogni� on, the veracity or falsehood of a profi le, 
taking care of the user iden� ty.

• accessibility: “help people with visual impairments by telling them who's in a photo or 
video”. In that case, the acknowledgement ac� on transforms into a democra� za� on act 
of the pla� orm contents to users with visual impairments. It is possible to understand this 
jus� fi ca� on for face recogni� on use as a way of sta� ng that people who do not ac� vate this 
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tool are not being empathe� c with disabled people or limi� ng Facebook usage to those with 
special needs. It is a moral perspec� ve that puts the pla� orm as an inclusion agent and the 
users who do not accept the recogni� on tool as social exclusion agents.

• visibility: “and let you know when you might appear in photos or videos, but haven't been 
tagged”. In this topic, the pla� orms reveals once more its surveillance and regula� on mark, 
since it is capable of not only iden� fying an user presence in images, but also naming them, 
enabling them enjoy the benefi ts of visibility and recogni� on, while protec� ng their iden� � es. 
(Facebook Privacy Basics, 2019).

S� ll in Privacy Basics, the pla� orm explains, in a simplis� c way, that recogni� on is made from 
photographs comparisons and videos posted by the user himself, such as profi le picture and images 
that they have been tagged in. A� erwards, it is explained that the user can “control face recogni� on 
in your se�  ngs” (Facebook Privacy Basics, 2019). This secrecy of techniques, modes of ac� on, rather 
than considering that the user is unable to understand algorithmic logic, can be interpreted as a pla� orm 
opacity, a protec� on decision against the compe� � on (trade secret) or even a precau� on regarding the 
law, security poli� cs and privacy State and/or Governments.

Besides, the highlighted excerpt also brings an idea of control and regulatory power granted to 
the user. However, this idea is illusory, when we realize that this power is not extendable to knowledge of 
recogni� on opera� on mode and it is limited to the ability of choosing "yes" or "no". This Facebook stance 
tends to perpetuate in case explana� ons about its opera� on modes are not requested. Nevertheless, our 
empirical research revealed that 60% of 152 respondents do not know the face recogni� on se�  ngs on the 
pla� orm, implying the thought that many users are not willing to get to know Facebook's modus operandi.

When interrogated about face recogni� on senses, in a ques� on that allowed more than one 
answer, 102 respondents, equivalent to 67% of the total, declared to agree with the sentence "Face 
recogni� on may violate my privacy when tagging unwanted or unsolicited photographs". In the following 
Figure 1, this alterna� ve corresponds to item b). Other affi  rma� ons presented to the users, and their 
respec� ve accordance rate were:

a) Face recogni� on prevents other people from using my photos without my consent (72   
 respondents, or 47.4%);

c) Face recogni� on helps me to connect with other users, since it can tag me in their pictures (57  
 respondents, or 37.5%);

d) Facebook's system of face recogni� on stores my data, and this is not always safe (97 respondents,
or 63.8%);
e) Face recogni� on helps to increase the number of followers, likes and other interac� ons in my  

 profi le (17 respondents, or 11.2%). y).
Figure 1: Percentage of par� cipants accordance regarding affi  rma� ons on face recogni� on.

Source: designed by the authors of this research.
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Among the majority of users who declared to agree with affi  rma� ve b), the ones that do know the 
pla� orm privacy terms seem to be suspicious or cynical regarding Facebook's security jus� fi ca� on about 
its privacy se�  ngs. It is s� ll quan� ta� vely relevant the accordance with item d), which suggests the users 
preoccupa� on with data analy� cs at the pla� orm and also a certain uniformity, in the inquired universe, 
regarding privacy threats, which in this case are poten� alized by big data.

 It is interes� ng to observe that, among the par� cipants, only 11% associated face recogni� on with 
visibility, by realizing that this tool can increase the number of followers, likes and other interac� ons. This 
result is � ed to the fact that only 7.9% of informers consider very important being tagged in a Facebook 
photo. Likewise, only 10% of the respondents believe it is very important to tag people in photographs 
posted on the pla� orm. These indica� ons are intriguing because they reveal that privacy concern is quite 
ahead in the dispute with visibility.

Some contextual facts can jus� fy this tendency, such as misinforma� on propaga� on in the form 
of fake news in various pla� orms, data leaking as in the Cambridge Analy� ca scandal and the very own 
manifest wri� en by Facebook’s CEO, Mark Zuckerberg, in which privacy concern is put as the main reason 
to make changes in the pla� orms under his watch.

I understand that many people don't think Facebook can or would even want to build this kind 
of privacy-focused pla� orm -- because frankly we don't currently have a strong reputa� on for building 
privacy protec� ve services, and we've historically focused on tools for more open sharing. But we've 
repeatedly shown that we can evolve to build the services that people really want, including in private 
messaging and stories (Zuckerberg, 2019).

In these situa� ons, the spontaneous performance of machine intelligence appears to 
users as an alert, because it highlights the pla� orm autonomy and the human control 
disadvantage due to an algorithmic control. Therefore, face recogni� on does not 
seem to be an indispensable factor to visibility promo� on and iden� ty construc� on in 
sociotechnical ambiance, although 84.9% of the 152 informers had already used this 
tool to tag a friend in a photo.

This controversy between using face recogni� on and not considering it quite important may lead 
us to think about a certain users automa� sm regarding the tools available in the pla� orm's interface, 
making them rely on the instrumental dimension of face recogni� on and, therefore, execute ac� ons 
which implica� ons to their iden� tary performances cannot be measured. However, there are users who 
problema� ze the privacy sense in a more structural form, ques� oning not only the visibility dynamic and 
the pla� orm's recogni� on, but also pondering over data value in Facebook's traffi  c. "The use of these 
data is a ma� er of concern. Facebook is not for free. We are the merchandise, but we never know exactly 
to what or to whom we are being sold. Even though we are aware of this, we s� ll use it and expose 
ourselves a lot". This par� cipant's concern, expressed in the ques� onnaire session designed to free 
comments, indicates clarity regarding the society dynamics of produc� vity and subjec� vity featured by 
the entrepreneurial man, ques� oning the pla� orm's role while being a private en� ty and dealing with so 
many individuals informa� ons given by the users themselves in exchange for visibility.

 The cau� on in self-presenta� ons on Facebook is also pointed out by the low update frequency 
of profi le pictures. The following Figure 2 summarizes data obtained about this ma� er, indica� ng a great 
majority of users (94.1% or 143 respondents) who declare to update their profi le picture less than once a 
month, while only 9 users affi  rm to do it more frequently, usually on a week basis.
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Figure 2: Profi le picture upda� ng frequency.

Source: designed by the authors of this research.
When ques� oned about their mo� va� ons to update the profi le pictures, some users indicated 

a need to approximate the profi le picture to their current appearance, which may change in case of new 
haircuts, beard growth or natural aging. These pondera� ons seem to confi rm the profi les u� lity as a space 
where the origin of individual iden� � es is ensured. Equally relevant is the percentage of respondents who 
declare to publish pictures on their feeds less than once a month (69.7% or 106 respondents), a data that 
is in consonance with the percep� on of privacy and integrity risks, already noted in other answers of the 
ques� onnaire.

Conclusion

This study aimed to inves� gate visibility nego� a� ons between users and sociotechnical networks 
through regula� ons and uses of face recogni� on on Facebook. By analyzing the empiric research with 152 
par� cipants, the regula� on documents on face recogni� on available at the pla� orm and Facebook’s CEO 
manifest it is possible to no� ce in this users group, how visibility nego� a� on at the pla� orm through face 
recogni� on is a cogni� ve work extremely human. This way, the pla� orm func� on especially as a decision 
auxiliary and less frequently as protagonist. This happens because by a� ribu� ng this role to an algorithm 
would increase the risks of data monitoring, loss of privacy and deleterious eff ects of the “self ins� tu� on” 
logic.

It is also possible to highlight that even though visibility loses in the strength dispute against 
privacy, this fear of privacy exposure does not push users out of the pla� orm, because they have already 
built iden� ty and recogni� on � es in there, a� er all, it is also a workplace, making them prefer to invest 
on visibility through other means, such as profi le picture upda� ng. This investment on a photo as a self 
manifesta� on shows iden� ty management through this designa� on and iden� fi ca� on tool provided by 
the pla� orm and depends on user’s ac� on and will in order to be executed.

These nego� a� ons made by users are results of a symbolic preserva� on ins� nct, a ontological 
security update extremely expensive to the modern man and resonate to Zuckerberg’s speech. Whether it 
is a result of individual convic� ons or a fear ins� gated by dystopian fi c� ons, it is a fact that the insecurity 
that boosts these nego� a� ons do not modify deeper structures related to face recogni� on and algorithmic 
governance. It barely scratches the pla� orm’s surface, ensuring that Facebook con� nues to manage the 
wealth exploita� on of network society: data.
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